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Nonlinear constrained optimization

Finding the best set of index weights of observed species contributions to the performance
of the mixture with Selection for General Mixture Ability (SGMA) in two species using an

algorithm of nonlinear constrained optimization

1. Definition of the optimization problem The index for the selection process in species 1 is set as
Iy, = a1 ®11r. + a21%21.

Assuming that the variance-covariances of the mixture model effects are genetically additive, the expected
responses of species contributions to the performance of the mixture to selection using I, as selection
criterion are:
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Similarly, for the selection process in species 2, the index is set as Ios, = qooTags. + 112125, -
Under the same assumption, the expected responses of species contributions to the performance of the

mixture to selection using I5. as selection criterion are:
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Expected responses to selection cumulated over the two parallel selection processes are:

AGS = AGS  +AGS

AGS = AGS + AGS
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and

AGY = AGS + AGS
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where AG® is the expected response to selection of the performance of the mixture cumulated over the
two selection processes and AGf1 and AGf2 are the cumulated expected responses of contributions to the
performance of the mixture of species 1 and 2, respectively. The problem is to find the set of the four
index weights that maximizes the cumulated expected response to selection of the mixture performance
AGY among those sets meeting the desired ratio of cumulated expected responses of species contributions
(AGS ,AGS) = c(k1,k2).
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2. Solving the problem with the Optimization Toolbox from Matlab R2015a We assume that
01¢1 = 03¢ = 1. The problem is solved using the function fmincon.

Let set the following notations:

Sigmavlsq = 031
covalvl = Cov(vy,aq)
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w3l = Cov(vy,a1) + I%[lCov(eurm, €21rm)

Sigmav2sq = o7,
cova2v2 = Cov(v, az)
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w32 = Cov(v2, a2) + 51 Cov(eazsm; €125m)

Sigmaa2sq = o

Sigmallsq = U%M_
DeltaGx11 = AG¢
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DeltaGx21 = AGS
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DeltaGx22 = AGS
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DeltaGx12 = AGS
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3. See the Matlab scripts on the two next pages



Main Matlab script

clear

%DATA INPUT parameters

%the parameters are declared as global because they are used in the function to
%optimise and in the constraint

global i1 Sigmav1lsq covalvl Sigmaalsq wll w21 w31;
il=value;

Sigmavlsqg=value;

covalvl=value;

Sigmaalsqg=value;

will=value;

w21=value;

w31=value;

global i2 Sigmav2sq cova2v2 Sigmaa2sq w12 w22 w32 ;
i2=value;

Sigmav2sq=value;

cova2v2=value;

Sigmaa2sqg=value;

wil2=value;

w22=value;

w32=value;

global k1 k2 ;
kl=value;
k2=value;

alpha0=[1/2,1/2,1/2,1/2];

% this is a starting guess of the solution,

%in order

options = optimoptions(@fmincon,'Algorithm’,'sqp');

%options for the @fmincon MATLAB function

[alpha,fval] = fmincon(@F,alphaO,[],(1,[1,[1,[],[],@contrainte,options);
%@F is the function to minimise

%alpha0 is the starting guess

%@contrainte is the constraint

'Order : alphall, alpha21l, alpha22, alphal2’
alpha %the solution
fval % value of the function at optimal point

%normalization of the solution alpha
alphabis=alpha;

alphabis(1)=1;
alphabis(2)=alpha(2)/alpha(1);
alphabis(3)=1;
alphabis(4)=alpha(4)/alpha(3);
alphabis

%Computation of the 4 DeltaG
Sigmallsq=alpha(1)*2*w11l+alpha(2)*2*w21+2*alpha(1)*alpha(2)*w31;
Sigmall=sqrt(Sigmallsq);
DeltaGx11=(i1/Sigmal1)*(alpha(1)*Sigmavilsg+alpha(2)*covalvi)
DeltaGx21=(i1/Sigmal1)*(alpha(2)*Sigmaalsqg+alpha(1)*covalvl)

Sigmal2sq=alpha(3)*2*w22+alpha(4)*2*w12+2*alpha(3)*alpha(4)*w32;
Sigmal2=sqrt(Sigmal2sq);
DeltaGx22=(i2/Sigmal2)*(alpha(3)*Sigmav2sqg+alpha(4)*cova2v2)
DeltaGx12=(i2/Sigmal2)*(alpha(4)*Sigmaa2sqg+alpha(3)*cova2v2)



Matlab script defining the function to optimize
function y=F(alpha)

%the function to optimise

%the input is the vector alpha of size 4

%in order alphall, alpha21l, alpha22, alphal2

global i1 Sigmav1lsq covalvl Sigmaalsq wll w21 w31;

global i2 Sigmav2sq cova2v2 Sigmaa2sq w12 w22 w32 ;

Sigmallsq=alpha(1)*2*w1l1l+alpha(2)*2*w21+2*alpha(1)*alpha(2)*w31;
Sigmall=sqrt(Sigmallsq);
DeltaGx11=(i1/Sigmall)*(alpha(1)*Sigmavilsqg+alpha(2)*covalvl);
DeltaGx21=(i1/Sigmall)*(alpha(2)*Sigmaalsqg+alpha(1)*covalvl);

Sigmal2sq=alpha(3)*2*w22+alpha(4)*2*w12+2*alpha(3)*alpha(4)*w32;
Sigmal2=sqrt(Sigmal2sq);
DeltaGx22=(i2/Sigmal2)*(alpha(3)*Sigmav2sqg+alpha(4)*cova2v2);
DeltaGx12=(i2/Sigmal2)*(alpha(4)*Sigmaa2sq+alpha(3)*cova2v2);

y=-(DeltaGx11+DeltaGx21+DeltaGx22+DeltaGx12);

Matlab script defining the constraint

function [c,ceq] = contrainte(alpha)

%the constraint function

%the input is the vector alpha of size 4

%in order alphall, alpha21, alpha22, alphal2

global i1 Sigmav1lsq covalvl Sigmaalsq wll w21 w31;

global i2 Sigmav2sq cova2v2 Sigmaa2sq w12 w22 w32 ;

global k1 k2 ;

% Nonlinear inequality constraints

c=[;

% Nonlinear equality constraints
Sigmallsq=alpha(1)*2*w1ll+alpha(2)*2*w21+2*alpha(1)*alpha(2)*w31;
Sigmall=sqrt(Gammallsq);
DeltaGx11=(i1/Sigmal1)*(alpha(1)*Sigmavilsqg+alpha(2)*covalvl);
DeltaGx21=(i1/Sigmall)*(alpha(2)*Sigmaalsqg+alpha(1)*covalvl);

Sigmal2sqg=alpha(3)*2*w22+alpha(4)*2*w12+2*alpha(3)*alpha(4)*w32;
Sigmal2=sqrt(Sigmal2sq);
DeltaGx22=(i2/Sigmal2)*(alpha(3)*Sigmav2sqg+alpha(4)*cova2v2);
DeltaGx12=(i2/Sigmal2)*(alpha(4)*Sigmaa2sq+alpha(3)*cova2v2);

ceq = k1*(DeltaGx21+DeltaGx22)-k2*(DeltaGx11+DeltaGx12);



